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Abstract 

Software Configuration Mangement is becoming more important so that organizations can save time by 
preventing downtime by standardizing the configurations of the computers for end users. The ANP 
model was used in this study to simulate a variety of mission critical computers mixed in with non 
mission critical computers to determine the best conditions for deploying software configurations based 
on the maximum amount of risk, availability of IT staff for support should something go wrong, and the 
potential downtime that may result. In the future it is hoped that this decision model will be 
implemented as a feature in future software so that users can input their qualitative weights and criteria 
in order to determine whether it is safe to deploy software configurations.  

 

Introduction 

Information technology managers are in a constant search for way to save time that benefits their 
department as well as their customers. As, there are many methods to do this, it is best to focus on the 
ones that require a low risk and a high reward. Examples of this include process improvement, 
standardization, scheduling, documentation, and enhanced communication. Counter examples of this 
which are high risk and low reward include the installation of new software suites with a minimal 
improvement of features compared to existing systems, hiring additional staff for tasks that have not yet 
been optimized, making changes to critical systems without understanding their dependencies or when 
their support staff is unavailable. By taking these aforementioned low and high risks into consideration, 



we must ask the question of how to find low risk problems and then identify the ones that high rewards 
associated with them.  

 

The examples shown above were mentioned not only because of the commonly known rewards and 
risks that they offer, such as enhanced features for customer satisfaction or a unexpected and disastrous 
lack of functionality, but more importantly, to see how they save the organization the organization time. 
This is especially important, as time is becoming the new currency of what makes a company 
competitive (Stern, 2006). Time produces groundbreaking innovations that provide a competitive 
advantage, and timing introduces these innovations at the most favorable moments. Time with 
experience introduces the experience curve that accelerates an organizations productivity such that 
their competition will probably never catch up (Stern, 2006).  

 

Although we have introduced the topic of time and innovation in order to explain some of their fruits, 
our study is primarily concerned with time enhancement and preventing time disasters as they relate to 
changing the configuration of microcomputer workstations in a business environment, which we will 
refer to more generically as computers. The examples explained earlier can used as analogies in that the 
correct configuration of these computers at the right time will result in rewards such as enhanced or 
continuing productivity, however the incorrect configuration will produce a time deficit resulting in lost 
productivity and will require additional maintenance from the IT department. More importantly, it is 
hoped that this mistiming is not the result of a chain reaction, which would cause multiple computers to 
be configured incorrectly.  

 

Software vendors have recognized the low risk, high reward, opportunities as they relate to configuring 
computers and have created various software suites that are known as “software configuration 
management (SCM)” products (Leon, 2005). These SCM products are able to scan a computers to see 
what their current configuration is so that IT staff can make decisions on how they wish to the configure 
the computers. It must also be mentioned that SCM products also can implement these configurations 
on the computers they have been targeted to using processes, standards, and schedules that IT staff 
create.  

 

Although qualified IT staff are usually the ones who implement these configurations, being human, they 
are prone to reasonable mistakes, and when these probabilities of error are applied to a massive scale, 
such as an organization of 50,000 computers, the results can be disastrous. However, with the correct 
processes and technical competency in place, it can be assumed that the benefits will be great and the 
mistakes will be minimal to the point of being negligible in the total scheme of business.  

 

There are three methods to deploy these software configurations. The most commonly known can be 
referred to as the “big-bang” (Coupaye & Estublier, 2000, p.1), in which the configuration is deployed to 
all computers in the organization. However as mentioned in the prior paragraph, this has a very high risk 



associated it, and thus is usually relegated to low risk configurations that will result in negligible or no 
downtime for the end user. The second method is know as “incremental” (Coupaye & Estublier, 2000, 
p.1), in which configurations are deployed to small groups of computers in a linear fashion in hopes that 
that problematic configurations will be tested and recognized before they reach the entire organization. 
The third method of deployment is known as “continuous” (Coupaye & Estublier, 2000, p.1) (Limoncelli, 
2017) which is similar to incremental, however there is an assumptions that the IT department does 
significantly play the role of a middle-man between the vendor of the configuration and the 
organizations computers. An example of this would be the deployment of Microsoft Windows updates 
without the IT department manually approving. This definition can also be extended to the IT 
department also not setting a schedule for which these updates will be deployed.  

 

This web of risk and complexity requires a continuous effort to work with, however there are two 
alternatives to it, and their explanations will reveal why highly efficient IT departments do not use them. 
The first alternative is to not configure the computers, for example, not deploying updates for software 
used by the organization, however after a few years, this will result in the software crashing or a 
virus/malware infection that will cause the computer to become a time burden on the organization 
because of lost productivity and costly maintenance. The second alternative is to encourage the users to 
do the updates themselves, however this will also cause a time burden due to some lost productivity, 
and some users may never install the updates, leading to the results of the first alternative.  

 

Current SCM software supports continuous deployment, however, it must be recognized that 
continuous deployment involves many decisions that sometimes involve a web of decisions that must be 
created by a competent IT staff member, whose position is commonly referred to as a “Configuration 
Manager” (Limoncelli, 2017). As computer technology becomes more widespread and complex, the scope and 
complexity of configurations that the Configuration Manager must work with will increase. In addition to this the 
count of security vulnerabilities reported annually appears to be increasing at a rate of around 15% (Weinburg, 
2015, p.13), resulting in more demand for configurations in the form of software patches to plug 
security holes.  

Taking into consideration this increasing scope and complexity, current SCM software has some 
automated decision-making tools embedded in it, however they are basic and only quantitative rather 
than qualitative. For example, as mentioned above, the creation of scheduling and standard processes is 
available, and these can be triggered by the presence of given system conditions such as an old version 
of software being detected on a system, or a computers coming back online after being offline during 
the last scheduled deployment of a configuration. This aforementioned gap in the availability of 
qualitative tools that assist the Configuration Manager in deciding the timing of deploying configurations 
is an opportunity to choose the best decision model, criteria and weights, which should be implemented 
in future SCM products.  

 

Methodology 

 



The Analytic Network Process was chosen for this research because unlike the Analytical Hiearchy 
Process (AHP), which commonly used to make decisions, ANP is different in that it encourages the user 
to ask questions and explore their options. Also, it allows criteria to be placed into groups that can be 
weighed as a whole and/or compared with one another, which is known as “inner dependence” (Saaty,  
2016), to determine additional weights. Another one of its popular reasons for its use is that its final 
outcomes otherwise known as “alternatives”, can also affect the criteria. Put more succinctly, AHP is can 
be described as prescriptive, i.e. telling the user what to do, while ANP is descriptive, i.e. telling the user 
how their weights and resulting alternative(s) affect the entire system. In Figure 1 show below, we see 
the AHP model on the left and the ANP model on the right.  

 

 

Figure 1 (Gencer & Gurpinar, 2007) 

 

The software chosen to build this model is SuperDecisions (Saaty, 2016). The aforementioned clusters 
and their criteria in Appendix C were built into an ANP model as shown in Appendix E.   

 

Data and Data Sources 

In order to test the qualitative model that was created, a group of experts was assembled, all of whom 
had worked with the responsibility of being a Configuration Manager with various levels of scope of 
responsibility and knowledge of computing in an enterprise environment. The results of their interviews 
also caused the author of this paper to categorize their job functions into two groups, namely “strategic” 
and “tactical”. The tacticians tended to be functional engineers who implemented management policy, 
while the strategists tended to be managers and coordinators. As will be shown in the discussion 
section, the results between the two groups were significant. Also, these experts work in the same IT 
department in an organization of 2,000 employees with a total organizational budget of around $500 
million.  



 

 

The participants were interviewed individually and were asked to fill out a comparison chart as shown in 
Appendix B per the comparison rules of AHP by showing their favor for one of each alternative on the 
left or right of the chart by choosing the number associated with the importance that they placed on it. 
Explanations of the meaning of the criteria are shown in Appendix C. The ANP decision model is shown 
in Appendix E while a table of the nearly 100 weighted connections are shown in Appendix G. The total 
weight of each criteria is shown by the value of the limiting matrix shown in Appendix F and the weight 
of each criteria within its own cluster is shown by the “Normalized by Cluster” column in Appendix F. 
Also individuals clusters were assigned weights which are shown in Appendix H. Most importantly, the 
supermatrix is shown in Appendix D which shows the weights of all criteria. A complete synthesis of the 
model is shown in Appendix I. 

 

Discussion 

One of the features of ANP is that values that have a weight in the supermatrix less than 3% can be 
counted as insignificant. The three most significant values can also be seen as highlighted in Appendix D.  

1. The value of 0.9 in the alternatives cluster with a potential downtime of none infers that 
deployment with no downtime is the most favored option 

2. The value of 0.9 when reducing potential downtime shows that any downtime over an hour 
must be reduced in order for the proposed deployment to be significant 

3. The value of 0.41 for safety regarding potential downtime means that safety is the top priority 
of the agency, but since it only accounts for only nearly half the weight, other factors have a 
significant chance of being worked into its high priority probably in a cooperative fashion.  

In the sensitivity analysis in appendix J, it is seen that deployment and reduction of potential downtime 
are inversely related and this accelerates quickly as the priority reaches past a weight of 0.5. 

 

Future Research 

 

For future research when using a small population, using the median instead of the mean may be more 
favorable. Also, it may be interesting to create separate results for the tacticians and the strategists. 
Also, at the moment, chaning the weights of the model is difficult due to the current limitations of the 
software, so that fastest way to test the model is simply to delete an entire criteria. For example, to 



synthesize the model to see if a deployment will be accepted if the safety criteria is not in its scope, the 
best way is to delete the safety criteria and then synthesize the model. Doing this for future desired 
combinations has proved effective.  

 

Conclusion 

This study was written in hopes to integrate automated decision making into a commercially available 
configuration management software by continuously exporting the synthesis of the alternatives from 
superdecisions into a file or database that is queried via a script to determine whether to deploy 
packages based on their deployment scope, potential downtime, and staff availability (time of day). If 
the conditions are met, the script would trigger the configuration management software, via command 
line, to run the given deployments. This nearly Realtime decision making and subsequent execution is 
needed because scheduling and targeting must be precise and synchronized (Coupaye & Estublier, 2000, 
p.1).  

 

The results of this study have confirmed assumptions that IT staff in this organization about their 
priorities but also brought up new insights showing the configurations that require one minute or less of 
potential downtime are the only ones that are reasonably acceptable.  
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