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Abstract:  Thisisafina report of aproject investigating the use of
ProModel Manufacturing Simulation Software as atool for capacity
planning and performance evaluation of alarge scale multi-processing
computer system. One significant finding of this project is the ease with
which ProModel was able to smulate the computer environment. This
software may have provided too many alternative ways to model the various
features and characteristics of the system. It also proved to be easy to
modify, which allowed me to examine severa different approaches to
simulating the computer environment and testing different approaches to
solving the scheduling problem.



Introduction

This is the final report of a project investigating thév use of ProModel
Manufacturing Simulation Software as a tool for cépacity planning and '
performance evaluation of a la;ée scale multi-processing computer sysi:.em.

This project benefited from the help of the Technical Services Group at

‘Multnomah County. They served as the "experts” by providing a conceptual

- understanding of the process of computer job scheduling, gathering data to

determine the parameters of the system and critiqueing the model at every

stage.

" The findings of this project add very little to our current knowledge of the

performance of the County’s mainframe oomputer.’ This ié the result of
‘attempting‘ to squeeze a reasonably sized project into a one quarter class
schedule. A sigﬁiﬁcant finding of this project is the ease with which
ProModel was able to sim’ula‘.te‘the computer environment. This software
may have provided too many alternative ‘Ways to model the vlarious feé.tures .

and characteristics of the system. It also proved to be easy to modify which

~ allowed me to examine several different approaches to simulating the

‘computer environment and testing different approachs to solving the

scheduling problem. .



Problem Description

Multnomah County is a $440 million corporation with over 3500 employees
and offices in 107 locations. While the County has a number of turnkey,
departmental computers and over 40 local area networks (LANSs) supporting
nearly 2000 personal computers, most of the data processing necessar.y.to
support the major service areas is done on a large IBM compatible |
mamframe computer This central computer center operates 24 hours a day,
seven days a week and provides support to the cnmmal justice system, for
hea.lth care dehvery, real and personal property as‘sessment and the

collection and distribution of nearly a billion dollars of tax revenue.

There are a number of different kinds of tvork Which are processed through '

the center. About 40% of the work of the center is in support of the |

| County’s wide area network and the processing of online transactions ~
necessary to conduct the day-to-day business of the diﬁ'erent departments '

| and divisions. The remaining 60% of the work is done in the form of batch . ... .
processing of computer jobs. Most of these batch jobs are scheduled by a
computer operator and are processed after the close of work each day. This
scheduled Workload may begin as early as 4: 00 p m. In all cases, it must

| begin early enough to allow the results of the work processed each day to be |

available either online or in the form of printed computer listings before the
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start of work the following day.

The focus of this pr;)ject is .th‘e 500 plus jobs which are submitted by user
agencies and 'appli‘cations programmers. These jobs represent about 15% to
20% of the work which gdes through the center. All of these jobs are
proéessed betweeh 8:00> a.m. and 4:00 pm each weekday. These jobs
present a special problem to the data center. Unlike the ‘nightlky production
| jobs which are scheduled months or sometimes even years 1n advance, the
- daily work is not predictable. The nuinber of jobs and the compoSitioﬁ of
those jobs varies from hour fto héurl and day to day. ‘vTheré are a number of
different classes or types of jobs submitted. The rapid p;'ocessing‘ of several
of these classes is essential if the work of the Count& is to be aone in aA
timely fashion. Failure to provide ;‘apid turnaround for mdst of these job
classes will reduce the efficiency and effectiveness of many VCounty programs
and will result in reduced quality and decreas’edv customer satisfaction. The
goal of this project was to identify ways the system could be £nodjﬁed to

provide better\ysystem throughput and improved customer satisfaction.



HistorioelApproaches to Compu'tér Performance

Until the introduction of the multi-processing operating system in fhe mid
1960s, the modeling of computer performanoe and evaluation was not a
problem. From their introd.v.cl;ion in the late 1940s until the mid 1’9605,
oompul:ers weree single queile with finite capacity and a single server with |
known parameters. If you wanted to investigate the capacity of an Aexis'ting '
computer or estimate the performance of a different computer the analysis
was easily done analytlcally The introduction of the mult1-process1ng
operating system expanded the complexity of tlle problem by allowing for

multiple servers with different performance characteristics.

During the 1970s the issues of computer capacity planning and performance
evaluation became 'important topics. Large mainframe computers were
multi-million dollar investments and most corporations were interested in

getting the most out of their investment. Lucas' describes a number of

- these techm'ques such as timings, instruction mixes, benchmarks, synthetic . . . .

programs, software/hardware monitors, etc., none of which proved very
satisfactory. Most of these approaches depended on developing a standard

job or package of jobs which was tested on each computer being evaluated.

! H. Lucas, "Performance Evaluation and Monitoring." Computing
Surveys, Volume 3, Number 3 (Sept. 1971), pages 79-91 '
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A primary failing of most of these approaches was their inability to model

the actual work which would be performed by the computer.

A number of individuals began to experiment with the use of queuing
network models for capacity and performance analysis. ,Willy (f.hiu2

developed a cyclic queue model which allowed various resources in the

‘system to be h‘eated as independent service facilities. Boyse and Warn®

modeled the central processing system using what they descrlbe as a .

‘machine repair model. This was a ﬁmte population model w1th multlple

tasks (machines) to process (repair) and a single server or repairman (central
proCessing unit). This model was widely known as the "straightforward
model" .of BOyse and Warn. It required a number of simplifying

assumptions about how computer processing actually took place. The most

 significant of these had to do with their failure to include in the model a

. number of queues which existed in the actual computer systems they were

modeling. The model was expanded to allow up to three servers (a degree of . .

multi-programm.ing of 3) but this required a number of other assumptions to

2 Wllly Wai- Yee Chiu, Analysis and Apphcatlon of Probablhstlc Model '

of Multiprogrammed Computer Systems, unpublished doctoral
dissertation, University of California, Santa Barbara, December 1973

3 J. W. Boyse and D. R. Warn, "A stralghtforwai'd Model for Computer
- Performance Prediction,” ACM Computing Sury eys, Volume 7,
Number 2, June 1957, pages 7 3-79
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~ keep the caleulations as simple as possible.

The capacity planner a;ld peﬁo@m@ evaluation specialist had a limited
number of optioné available to‘obtain the optimum'performarice out of the‘ '
_existing computér system and, at the same time, justify the need for a
newer,l larger computer. He/she could: 1) adopt the ’sim‘plifying assumptions
feq‘uiréd of the "straightforward model" of Boyse and Warn; 2) Write a
“computer simulation model using FORTRAN or one of the ;cientiﬁc
languages available or; 3) leani to use the General Purpose Simu.lati('m'
‘System (GPSS) which had been developed b§ IBM in the early 1960s. GPSS
isa disci'ete-évent simulation language which allows you to model a task or
'custome‘r which must pass through one or more queues‘ to complete a

process.

During the lz;.te 1‘9803 and 19905, ’the intereét in simulation for computer
capacity and performance evaluation has declined. My»impréssihon is that
the rapid decreases in cost per MIP (millioxi instruction per-second) have
reduced the need to get the maximum performance out of the existing
computer sySteni. Buying the next lérger computer system may be less
costly to the organization than using fhe technical services staff to squeeze

the last bit of performance out of the existing configuration.
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The Simulation Model

The simulation model which was developed as a part of this project had to

address several key issues.

1)

2)

The prOJect was focused on the 500 batch jobs wh1ch are submtted
between 8:00 a.m. and 4:00 p.m on weekdays There are a number of
scheduled productlon ]ObS which are submltted by the operator
beglnnmg at 4:00 P.M each day. These jobs are placed in the queue
and are handscheduled into initiators. It did not seem approprlate to
attempt to model this partlally controlled envirdnment. It was also
the eonsensue of the technieal services staff that batch throughput was

not a performance problem after 4:00 P.M.

The batch jobs which are submitted during the modeled hours fall into ,
a number of categories or classes. Each of theseclasses,of jobs has a

unique set of characteristics and processing requirements. These

classes include:

CLASS A: These jobs are submitted by applications programmers

who are designing and testing new computer applications .
or are maintaining and enhancing existing applications.
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A one week sample indicated that the average number of

class A jobs which arrived between 8:60 a.m. and 4:00 p.m.

 was 205; the range was from‘168 to 210.

CLASS H:

These jobs are submitted by application programs. There

. are a number of computer applications which allow a user

at a online terminal to request a complex process to be
executed as a batch job and the results printed on a

remote printer at the user’s location. The listings \;vhich

~ are produced are business critical in that the normal work

CLASS Q:

process at that location depends on having the listing
available within minutes. The average number of class H
jobs during the period was 143; the range was from 98 to

178.

The County operates three data base manaéement
systems, each supporting a variety of applications areas.
Class Q jobs are ad hoc reports which are submitted by
users of a particular data base management system
(DBMS). The average number of class Q jobs during the

‘period was 105; the range was from 96 to 127.
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CLASS R: Class R jobs are ad hoc reports Which are siibmitted by
| | users of a particular DBMS. By identifying the jebs which
are being processed against a particular DBMS by a job
class, we can control the number of jobs accessing a
particular DBMS at any point in time and can stop all
processing against that DBMS if necessary. The average
number of class R jobs during the‘peried was 63; the range

was from 45 to 76.

These f‘our‘ job classes make up 99% of the jobs which are processed ‘during
the 8:00 a.m. to 4:00 p.m time period. Each of these classes of jobs arrives o
in the system in a different tinie pattern and has different characteristics. '
The input oi' the arrival side of the siniuiation model was set up as four

queues, one for each of the four classes of jobs being processed and each of

"~ which had diﬂ'erent arrival characteristics.

The actual system being simulated uses ten servers or initiators. Each :
initiator is capable of processing one job at a time and a single initiator can |

be set to service one or more queues. The order in which the queues are

" searched for available jobs is a variable parameter which can be changed

dynamically by the computer operator. For instance, the first initiator could

9.



be set to classes "HAQR." Each time the initiator was free, it would search
the H queue for available jobs. If it found one, it would accept the job. At

the completion, it would again search the H queue. If the H queue was

. empfy, the initiator would then move to the A queue to look for jobs to

process. It would continue through the queues until it found a job or

finished its search.

To avoid resource contention in a large scale combuter system, only one job
can be in initiation or termination at a time. To account for this, a single
resource identified as "INITERM" was defined in the system. This 'resourée

is responsible for the initiation and termination of all tasks in the system.

Finally, a singlé outputv queue was established to receive all jobs when
processing is completed. In most large mainframe computers this unld be
a number of printer queues which Wbuld receive and route jobs to the prbpér
destination. A diagram of the final simulation model is inclﬁded on the

following page.

There are a number of key features of the computer system which
were not included in the simulation model. There are three other

classes of jobs which could be processed. They accounted for less than 1% of
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the total jobs and several days during the period none were submitted.
There didn’t seem to be any discernable pattern to when these jobs were
submitted. Since these jobs averaged nearly 5 minutes of CPU time when

they ran, a more completets‘imulation should include these other jobs.

It should be understood that we are modeiing a subsy.stem of a much larger
system. The batch jdb processing which we are niodeling i8 competiﬁg for
resources against several thousand online terminals Which Msuppori': nomal
business processes. In so#ne instanpes, the’ batch jobs will be acc‘,essin'g the
same data béing used by onlil;e terminal users. This creates a resource
contention which may increase the processing time of a particular jobor
class of jobs. To the extent that the data whichywats used to construct the
model included these effects, they are accounted for in the model. Since
these factors vary i‘ndependently of ahy of the factors which are modeled, a

more complete model would identify the nature of the relationship between

online processing and batch throughput and include this as a parameter in . . .

| the model. This would allowe the online workload to vary to determine the

total impact on batch throughput.

A final factor not included in the model is the actual detail of the job

processing. In the model used for the paper, job processing was modeled as
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three separate steps; job initiation, job computation and job termination.

| Each of these vparts of the process was assigned a parameter based on the
sample data gathered. In a lﬁulti-processing computer, job éomputation is a
complex process which requirés access to direct access storage devices
(DASD) which involves a separate set gf queues, contention for mem,or3; and
pagé data sets, and a qumber of other factors which could be :inclutvied in a.

more complete simulation of computer job prdcessing;

The pérameters Whiéh Wefe selected for the model were develdped
from a nﬁmber of sources. Most large computers provide some sort of
fécility for collécting data about the processing which takes place in the
computer. In a large IBM compute;' this‘dé.ta is collected in a number of
SMF and RMF records which are genérated at various points in the \
processing of work through the computer. These parameters were changed
seVer_a.l times during the cbnstruction and validation of tl'le model. Since file
model building process was iteratiVe, the descriptions of the i)robability
distributions selected will also identify some of the decisions which were

made during the verification process.

Arrival Times - Each of the four job classes was set up as a separate input

queue and each class had its own arrival parameters. The initial attempt to
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identify a distribution to ‘describe“ the arrival time for each ciass used a
uniform distribution which allowed for the correct number of arrivals in
each class spread evenly over the eight hour perlod After examining a
larger data sample (see appendix B) wh1ch included a number of days, it
became obvious that the dlstrlbutlon of arrival t1mes was blmodal with
large peaks around 10:00 a.m. and 3:00 p.m. and a low during the lu'nch
hour. The final model uséd the Prondel Cycle TaBle to develop hourly
arrival numbers based on five day hourly averages; the arrlvals were

~ assumed to be normadly distributedduriﬁg the hour.

SerVicé‘ Times - Each class of jobs has Vthree separate p;ot:essipg
parameters; job initiation time, job processing time and job terinination.
Job initiation and terminatioﬁ require the use of the single resource,
"INITERM," and are captured in the SMF5 job termination record as the
CPUSRB time. The time is not separated into initiation and terd:n,inatidn
data. After sonie amount, of discussion with technical services 'st;aﬂ',' job
termjﬁation was modeled as the same value for all jobs prok‘cessed through
the system. The diﬂ'erehces in CPUSRB times for the different ’classes of
jobs are captured in the job im'tiatidn parameter. Within the ProModel
system, these two times are modeled using the time it takes the INITERM

resource to move a job from the queue to the service location and the time it,
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takes to move the completed job from the service location to the output

queue. It is assumed to be a constant for all jobs in the same job class.

The job processing times for each class are represented in the system as

‘Weibull d1str1but1ons The initial model was constructed usmg a Lognormal

d15tr1but10n Lognormal has the property of a sharp peak at the mode, the

lim fix) = 0 as x approaches 0 and, it will distribute a large number of

- observations between zero and one. The initial attempts to fit the data to a

lognormal curve using the software package I had available provided.

‘unsatisfactory results. Dijring verification of the model, other distributions

were tried but without much success.

Visual inspection of the ciata indicated that each of the jobv classes had
between 5% and 10% of its execution time nalues which were outliers.
Thesewere values that were 10 to 100 times the value of the mean of the ’
distribution. Durmg verification, I,decided to break three ef the four job
classes into two separate groups of data. For classes A, Q and R, there are

two diﬁ'erent distributions. The largest number of the jobs processed,A 90%

 to 95% depending on job class, are represented by a Weibull distribution.

The outliers are represented by a Triangular distribution. The Triangular

distribution was a simplifying assumption. It assumes an arbitrafy cutoff
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point of 10 minutes. Any value below 10 minutes was 1ncluded in the

Welbull any value equal to or greater than 10 rmnutes was 1ncluded in the

" Triangular distribution. The Triangular distribution uses 10 seconds as the

lower limit, the largest value observed during the period is the high value.

The ‘parameters of the Weibull distribution were estim"eted by hand and do
not pmdﬁce satisfactery Chi-square valuee. This is far and away the |
Weakest ‘part of the simulation medel. Given} more time, I v:reuld have
dumped the execution ‘data to disk and used the‘Uniﬁt program to develep

better parameter values for the distributions.

Using two different distributions to model the jobs being processed through
the model required probability logic in the arrival queues to identify each
job as small or lai-ge. It also required the use of If-Then-Else logic to choose

the appropriate distribution for the processing time of each job.

Hoﬁr well does the model represent the environment being sindulatéd?
Durmg verification of the model, I benefited from the advice and counsel of
the technical services staff. It was generally agreed that the model captures
most of the essential features of the environment being simulated. Wh11e

more detail could be added, the model seems to operate concept':ually in the
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same way that most of the staff feel the computerﬁ works.

It was during this time that I learned that experts don’t always tell you
everything you need to know on the first pass. ‘The original concept for the
model was sketched out on a white board and everyone seemed satisfied
with the result. As the model was constructed and people begin to watch
the visual model in operatlon new and often contradlctory 1nformat10n
would come to light. This turned the model building process into a kind of
trial and error process where I would build or modify the model as peopl_e
told me things they assumed that I should have known or that they Were |

sure they had told me earlier.

One of the things that was brought up late in the validation process had to
do With the number of job classes and how the initiators were deﬁned; I

was originally informed that I should create as many initiators for job class

A and H as necessary to process all jobs in a timely fashion. "Most if not all

.initiators would process class H jobs and search the class H queue first. I

was also informed that Q and R jobs were single threaded through the
system so that multiple batch jobs would not contend with online

teleprocessing using the same DBMS.

16
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The student model allows \o‘nly 10 locations. My original model ﬁ%as
constructed using 4 input queues (one for each job glaés) one output queue
and five initiators. Each initiator was deﬁhéd to have multiple job classes,
and would search for class H jobs first. ,’Onek.initiator would then move to
class Q and another was ’aésigned to class R. All in.itiatorswouid process
class A jobs if there were nother classese available. The model iaroduced
less tﬁan satisfactory resuits. The Wait finmes for A, Q and R jobs was much

longer than the actual data indicated.

- After some amount of discussion with the "experts,” the actual conﬁguratidn

of the initiators was obtained. The system initiators were defined in the
following way:
Initiator  Classes

H
HR
QH
- RH
AR
- AQ
QA
HA
0 : . HA

S O 00 3O WD

In fact, there were multiple initiators for both job classes Q and R. I rebuilt
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the model using 10 initiators defined in the same way that they were 1n the

. real system.
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EXpeent’al Design

Using the 10 initiator model, a number of simulation runs were processed
uslng different seed values for each of the runs. The averege values of the
simulation runs were evaluated against the observed values for the system
being modeled. The’ average values for arrival times of each of the job
classes fell within the observed values for the real system. At no time did |
the simulated values fall outside the range of the observed value and the
average of the s1mulatlon runs for all classes was W1tl11n one standard

deviation of the observed value, I could have performed a Chi-square test

~but the values were good enough that I didn’t that it was necessary.

The results of the simulation provided better throughput and lower wait
times for three of the job classes than the actual system. Intuitively, the
model seems to capture most of the major elements of the real system. I

suspect the ability of the model to produce "better" results than the real

system is a function of the distributions being used to model the job

processing times. It was difficult to compare the actual processing time for
each job class with the’ observed values. Since each initiator in the model |
was processing multlple job.classes, I could not find a way to compare the

simulation results with tl1e observed values. The exceﬁtion to ‘th‘iswas the

first initiator which handled only class H jobs. A comparison of the model
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runs and the observed values for this one job class providés the followiﬁg:

Queue Time Processing Time
Model 023 ' ‘ 2.248
Actual 027 : 0.71

A second truth canie to light during the validation of the model, that is,
e model building and testing is an iterative process. Each time you test your
model, you not only vary the parameters, you also re-examine all of the

' major components and processing logic of the model.

. . -90 -
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Simulation Results |

Wiliie I belfieve that the model which was developed as part of this project
has the potential to improve capacity and performance evaluation of the |
system being modeled, it will need a lot mére work before I would be willing
to modify the current system based on the results of the simulation. The
most obvious refinement WOuld be to increase the obsérVed data ﬁ'bm the
syste;ﬁ béing modeled and develo’;; more accurate yd.istributions for execution

time of the four job classes.

~ The oné interesting factoxi which the simulation project did produce came
from/woi'king with the system experts. After the original simulation models
failed to produce the desired results, it bécame‘ obvious that some of the
information provided by tile e;;pérts was incorrect. Their white board
cohceptual model Was an aCcﬁrate picture of how they believed the aétual |

system was configured. When the simulation results did not compare with

the observed data, the following investigation discovered that some of their

knowledge of the system was based on out of date information.

All of the experts Believed that class Q and R jobs were being single
threaded through the system to minimize the contention forv data with

online terfn.inal access. ‘That decision had been implemented years ago to
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insure that we would be able to meét the sta.ndar&s which were set for

mlmmum ‘acceptable online response time. All of the simulation models

which includéd a single class Q and a single class R initiator produced

queue times of anywhere from 10 to 80 minutes on average depending on
the seed chosen. Only by moving to at least six initiators with at least twb
class Q initiators in the system did the simulation begin to produce

anything that even remotely resembled the actual system performance.

It was after one of these discussions of the inconsist;ancy of the model results
-and the observed values that one of the technical services people produced

the actual configuration of the initiators which indicated three class

initiators and three class R initiators in the system.

If I was really pressed to identify results which were provided by the

simulation modél, I would offer the folloWing:

1) Based on the results of the siinulation runs; ifr we were foréed to
restrict the class Q and R jobs to a single initiator to xmmxmze
contention with thine teleprocéssing, we would not be able to provide
adequate turnaround for these classes of jobs between S:OO a.m. and

4:00 p.m during weekdays. All of the Single threaded simulation runs

.99 .-



2)

produced queué wait times of between 10 and 80 minutes.

Based on the results df the simulation runs, six initiators properly

- configured will provide nearly the same level of throughput as‘ the ten

' initiators which are currently defined in the system. This conclusion

may be important in light of a statement made by one of the experts
during a white board session. He suggested that the more initiators
that were defined in the system, the greater the contention for

resources. In essence, the efficiency of the system decreases as the

number of jobs which are being processed simultaneously increase. In

an exterme situation, if you could put enough jobs in execution at

ohce, the system would spend ‘sd much time switching from job to job

‘that it would ‘get no useful work done. The concépt is called

~ thrashing.

There is nothing in the simulation model that accpunts' for this
decrease in system efﬁcienéy as the number of jobs being processed
increases. There is also no obvious way to identify‘ the loss in
efficiency using the SMF/RMF data available and I’'m not sure how I
would include it in the model if it were avaiiable. -If the decline in

efficiency is really a feature of the actual system, being able to
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accomplish the same work with fewer initiatorys“might\ result in a

measurable increase in system throughput.
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Project Historj?

Like most computer projects, the process of building and testing the model
takes more time than the project schedule allows for. Imt1ally, 1 depended
on the techmcal services group for data about the actual system. I was not
high on their priority list and I built a lot of the model before I had
reasonable data. By the end of the project, I ‘had”obtained copies of the
prograxns that processed the SMF/RMF data ' This made it much easier for
me to analyze the dlstrlbutions and parameters for those d13tr1butions

Un.fortunately, it did not give me enough t1me to process the data through

~distribution fitting soﬂ:ware.

My original project plan (Appendix C) ‘ca.lled‘for all the modeling to be done

before NoVember 25, 1993. Thanksgiving weekend would be the time to

document the program and wrlte the project report. Un.fortunately, the

actual conﬁguration of the system was not discovered untll the Friday after

Thanksgwmg This put me back into a modify verify and validate cycle

before the final runs could be made.

I used the simulation software with the OS/2-Windows operating system. It

allowed me to WOrk on the report while the simulation models were

‘running. Unfortunately, the system dumps data to the printer faster than
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 the Laser 4 can handle it. This tends to over-run the print buffer and prints N

garbage in the middle. of graphic output. I retouched the only graphic in the

~ paper, but the lack of figures in the paper is the result of the hardware

- problem with my computer.

Finally, I found the ProModel software had a different conceptual
framework than any other software I have used before. It took me a while -
to begin to think and conceptualize problems lising the software. The

context sensitive help function is not very context sensitive.
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Conélusion'

I beliefre that thé use of éﬁnu]ation mddeling can make a significant
contribution to computer capacity and performance analysis. ProModel
éeéms to be a tool with more than enough flexibility to ﬁandle the

complexity of large mainframe computer,syrstems. T think that the declining

costs of mainframe and Personal Computer hardware and software have

moved many people in the direction of adding capacity rather than

| ahalyzing and improving the performance of the éXisting‘Conﬁguration. The

real value of tools like simulation modeling will be in identifying and

. removing bottlenecks before they are reached. It will also be an aid in

‘identifying and resolving performance problems that are not capacity

related.
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