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Abstract:  Understanding of intuition's part in decision making, problem
solving, and everyday thought is the focus of recent studies, which largely
missed it in their prior investigations. This report summarizes results of a
survey of present knowledge of this critical element in human cognition and
presents a set of findings, along with hypotheses for adding intuition-
enhancing components to knowledge-based systems. It also describes the
impact of such proposals on the operation of the knowledge-based system
and possible areas of research which may prove useful for future studies



(S

BRIDGING MECHANISMS FOR KNOWLEDGE-BASED
SYSTEMS

J. Goss

EMP - P9034






Introducti

Current knowledge-based systems include powerful
inference capabilities, constantly improving usef interfaces,
increasingly more complete knowledge bases, and are built
using ever more robust methods.’ This progress has not been
duplicated for the less obvious elements of thesé knowledge
management systems. Among such subtler system components
are user cognitive processes, communication of knowiedge
between human and computer as well as between humans,
knowledge representation schemes that are closer to those
used by humans to encode, retrieve, and analyze their
memory and thoughts, and many other still ambiguous areas.

Within the realmkof user coghitive processes'are
a number of uniquely human abilities to use the informatipn
they store and process to devélop understanding. One
'such ability is intuition. While many authors arekcontent
to use this term as representing vagde or unconséious
activity of the mind; others have sought to refine its
meaning. ‘What is impbrtant is thaf the underlying cognitive
process, while largely hidden from direct observation, is
more often being seen as having a critical impact on é diverse
range of human activities. This attention has brought a leQeI
of enthusiasm for a possible undebstandingrof intuitién's part
in decision-making, problem solving,\anﬁ everyday thought
kto recent studies that was largely missing in prior

investigations.



This study undertakes a survey of present knowledge of
this critical element’in human cognition and presents a
set of findings and hypothesés for adding intuition-
enhancing components to knowledge—based systems. It also
describes the impact of such proposals on the operation of
the knowledge-based system as well as what possible areas

of research may prove most useful for following studies.

Definitions

Intuition has been defined in many ways, oftentimes
the same author has found a number of useful meanings and
settings Qhere they are’most appropriate. The difficult
task ié to find the definitions and applications that are
most direct to the solution of present knowledge-based
system limitations. The following represents a broédly
based,sufvey to ﬁégin the ?rocess of discovering which
meanings may prove of greatest value.

A very limited number of authors have attempted to
study fhis subject in systematic, largely academic, ways.
For example, an early wbrk of Wéstcott published in 19868,
indicates how récent the moie riéorous studies have been.
The next substantial work on the subject did not appear
until 1982,,which represented‘aﬁ even mofe ambitidusyeffort.
(Bastick). This excludes the occasional work in aréas

not emphasized in this study, such as phildsophy, the



theory of scientific investigation (aithough.some material
from this subject is ihclﬁded), and any of a number of
personal éxpositicns on the subjegt which includes such
widely read authors as Buckminster Fuller. Other authors’
work is difficult to classify, such as that of dJonas Salk
(1883} or Rudolf Arnheim (1986), but these can generally be
seen as philosophical investigations into more narrow subject
areas. The importance of these author's works lies in the
clarity with which they describe their thoughts, helping make
their work relevant in a wider scope and to this study.

Much of the work seen in bibliographies (much of it also
not readily available) concentrates on the role of intuition

in the creative processes and, more generally, in educational

settings as part of both instructional techhique and learning.

Some &iscussion of,leérning wili be presenfed later in this
study,rprimariiy in the context of applying enhancements  of
present knowledge—based systéms to problem séiving and to the
management of organizatioﬁal retention of info:matioh and
knowiedge. Otherwiseg'moéf,of the work intended for
educational environments laCRS specificity for inclusion in

this analysis.

The survey of definitions begins with Malcolm Westcott's

book, Toward a Contemporary Psvchology of Intuition, published

in 1968, As its subtitle‘suggests, this work is an

historical, theoretical, and empirical inquiry into the nature
of intuition.

It is its empirical aspect that sets it apart

from otherrpublications. ~And althou§h his conclusions are.



not surprising, it is still important for its emphasis on
objectivity.

After four chapters of exploring the nature of common
intuitive behaviors, Westcott offers what he calls "the most
general case of intuition” as follows, "reaching a conclusion
on the basis of less explicit‘information than is ordinarily
required to reach that conclusion” (1968, p. 98). He also
recognizes that this definition allows’for the multitude of
ways that information can be insufficient, lacking a
consensus, or needing later verfication. (p. 98)

Wescott concludes his study with the results of his
experiments showing that individuals could be classified
along two dimensions - one, the amount of information they
required before attempting to solve problems, and two,
the success they had in solving pboblems. (1968, p.147-8)
These two dimensions produced four kinds of performance.

Of these, only one met the definition of intuitive thinking
and the others were more ih contrast to that style. (p. 148)

Most of the difference in the performance was attributed
to personality, whereas there was little difference in other
comparisons such as in academic performanée‘ {Westcott, 19868,
p. 148) The subjects that scored highest on their ability to
solve problems éorreétly with less than typical needs for
information, redundancy, and explicitness were judged to be
more intuitive. (p. 191) Yo measures of pfior knowledge
or other possible justifications for the success at problem

solving were tested. Thus, WéstCott’S‘conclusions are limited



in their generalizability.
A number of articlés'were published on the subject
between the time of Westcott's book and Bastick's Intuifion,

How We Think and Act,'in 1982. They are not included in

here primarily because of the level of detail provided by
Bastick and since his wofk mdstly subsumes théir conciusions.
He successfully avoids some of the largest obstacles in
finding a suitable definition for intuition in fwo ways.
First. he leaves intuition as a phenomenon and. does not
ascribe conditions beyond personality, environment, and
experience as necessary. Second, he excludés the mystical,
metaphysical, and spiritﬁal from consideration except as
related subjects and uses them only peripherally.

Bastick has made the éritical observation that any
particular definition’giveh'for intuition is not only
the SUbjective assessment of the person giving it, but it
is likely to be specific primarily to one specialty. (1982,
P- 13)' in order.to develop a more general definition,
he assemhled'a~list of prdperties associated with intuition
derived from definitioﬁs of the term not as aﬁ operational
definition but in general or theoretical use. (p; Z4)
The list contains twenty properties,‘as follows (p.25):

1. Quick,vimmediaté, Suddenkappearance

2. Emotional ihVolvement’

3. Preconscious‘prdcess

4. Contrast with abstract reasoning, logic,
or analytic thought o '



5. Infiuehced by experience

6. Understanding feeling - emotive not tactile

7. Associationé with creativity

8. Associations'with‘egocentricify

3. Intuition need not be correct 

10. Subjective certainty of corréctness

11. Recentring |

12. Empathy, kinaesthetic or other

13. Innate,,instinbtive knowlédge or ability

14. Preverbal concept

15. Global knoWledge

16} Incomélete kﬁowledge

17. Hypnogogic revefie

18. Sensé of relations

18. Dependeﬁeé'on environment

20. Transféf and transpositibﬁ
These propertieé?are not exclusive,‘since'Bastick explains
them in groups; illustrating the'scopeVof {he’definitions
found in his researcﬁ.‘ (1968, ch3p. i)"A véry cdmplex
interdependence betwéen these properties is presentéd, and
indicafes that i{:is'nof‘pésSible to separate the attyibutes
of éne propefty frdm many‘o{hefs;‘(p.’49) |

BaStick; 1ike sevébal,others, émphasizes that’the

vwidespreéd~sepanation of:analytié,:intﬁitive,,and other
modes of thought’is‘not,juStified. (1982, p.51) He argues
.that‘all tﬁought is““interqueh with our intuitive~processes

‘and cannot exist independently” (§.‘51),



Another important’definition of intuition is given by
Jonas Salk, in his 1983 work, Anatomy of Reality. He says,
"Intuition may be seen as a continuation or extension of
'natural’ processes, like instinct, for example. Reason
may be seen as that which man adds to explain his intuitive
sense” (p. 79). He goes on to‘state, "This suggests the
pattern of the way the mind works as feeling/thihking entity,
as an entity with an intuition/reason system for guidance.
This is a way to regard how the mind functions, as a self-
organizing, self-developing system which possesses a means
for feedback, and also for feedforward...This system must
have emerged by chénce and Qas‘then selected for its self-
correcting and self-balancing as well as its self-selecting
and self-organizing prepertiés” (p. 80). TFor thé purposes
of this research, the key term in the above quote is guidance.
The feedbpck/feedforward supports improved guidance,~and
thoée are‘the kiﬁd of enhancements that it is hoped that this
study can identify.

Although’some of these issues‘are to complex to address
here, Salk's fepresehts one of the most conce?tualiy complete
definitions to date. For subSequent research, these qualities
can be examiﬁed in terms of complex Systems, sqmetimes called
the sciences of complexity, as,weii as the more recent
simulation technologies, such éé artificial life. These
technidues emphasize de?elobment,‘organization, evclﬁtiqn, and
adaptation as having critical import;nce on the behavior

of systems of all kindé,~‘1t»may be fhat the study of



intuition and its role in certain cognitive processes,
especially within the Iiﬁited domain of knowledge-based
systems, will find greater expresSicn in the foregoing
research subjects. This might be even more likely
considering that guidance itself is similar to these
experimental ideas.

Psychologists use the words inéight and intuition
interchangably, as many others do. Common meanings of
insight in psychology use the concepts of’sudden, seemingly
comprehensively recognized solution to prdblems. (Reber,
1985, p. 3539-80) Intuition is characterized as occuring
“without conécious thought, either with or without the use
‘of implicitly recognized external cues. (p. 374) As such,
‘both terms represent a kind bf rapid learning, with the
goal being to solve a problem or to result in having a
clearer understanding of a concept or meaning.

Arnheim (1986) describes intuition as being one of
two branches of cognition, the other being intellect.

(p. 13&14) He stafes, "Intuition and intellect are
somewhat complexly related to perception and thinking"e
’meaning in that respective order. (p. 14)”This is a
useful compérison,‘since it supports the notion that

to improve intuition more than just impry‘ovi’ngkthought
processeé is'involved, If suggests that acquiring a
knowledge of the broader’aspect of the problem under
study is as imp§rtanf as inteliective,spécifigs. This

does not imply that minutiae need be accounted for.



Instead, it argues for a more completé human~compufeb
interaction thatkCan capitalize on the effect that
broader problem knowledge can havé on improving
overall mental capability. ’How,this can’be'done is
discussed later.

The symbiotic nature of intuition and intellect are
exptessed mést clearly in the discussion by Perkins ih
his The Mind's Best Work (1981). He elaborates on a
concept he calls critical respcnse,‘which depends on both
intuitive and anaiyfic thought. Such response is simply
finding solutions to problems that are not based entirely
on one process or the other. Somehow we have evolved a
language that accounts for this dualist 3aturé of thought.
It allows us to use "criticai‘terms [thaﬁ] both~repoerd
judgement pro or con and give a reason for it. Such terms
aren’'t merely conveniently compact; they‘mirfor the fused
nature of our evaluative reéctions" {p. 107).

Perkins goes on to say that we can dispose of these
two terms entirely, since they are most ofteﬁ used as a
conveniencekfor describing the percie?éd‘br attributed
dominant mode of thought. (1981; leOQ)nHHé‘asserts that
while intuition remains something offa,mystery} VDeliBérate
analytical evaiuation...dependskon a strategy that might
be callea "looking hqrder’. Lobking harder involvés two
important tacticsi ’lookiﬁg at' pérticular parts 6? the
thing to be aSSessed, and 'quking fofé particular features

or kinds of features” {(p. 110).



‘He concludes with the proposition that, "In general

and in creative activity, people maximize sensitivity and
thoroughness in evaluation by 'looking harder' - directing
attention systematically to the vafious parts and aspects

df something” {(p. 111). This has relevance to this study

in how the proposed additions tb knowledge-based systems
will influence problem solving. At some point, hypotheses
can be given as to how to improve intuitive processes by
the'relying on its interrelatedness with analyticdl thought.
These will derive, in part, from the application of tools
for improving "looking for" and "looking at". It would also
be interesting to see how such forms of search include the

intuitive part of the cognitive dichotomy.

How intuition can be used‘in the domain of knowlédge—

7 based systems is similar to the way it has more recéﬁtiy
been applied in the decision-making and managerial fesearch.
A prime example of such usage is given'by Agor in his

The Logic of Intuitive Decision Making (1986). The rapid

change, crisis‘events, and the Iimitéd usefullness of linear
models of the environment they have brought about'have,creatéd
a climate in which exécutives must find new techhiéues to
assist in their decisionumaking3 (p. 3) |

Agor makes a key assumptioh fhat should improve

acceptance of stronger reliance on intuition in executive



decisions, and that is that just because it is not easily
explained or observed does not mean that intuition is not
logical. (1988, p.5) In A ways he says, we have cnnstantly‘
tested our limits of what reality is, using as an example’
how at one time the scientific thinkers saw the scope of
what is real as Iimited by the human eye's field of vision.
(p. 5) That is, nothing existed beyond what was seen’by

the human eye, and hence the notion that‘the'earth was

flat.

Carl Jung, the’psychologist, fdund épecific
characteristics Qf managers who were Skilled in their use
of intuition. (Agor; 1988? p. 7) In general, such
individuals were better able to find new aiternatives,,
more likely to have vision sensing future‘poésibilities,
adepf at producing‘new ideas, and were more able t§
deal with rapid change, crisis; and complex situations.

(p. 7) 1f true, then searching fof ways fﬂ improve

intuitive proceéses coul& produeefarsimiiaf,effect to

that described by Niwa. (1990) He describes a case

where users;who develap théir own knowledgé'hase and rely on

their intuitiVe’skillsvas part of both the mainténance 

and utilization of the system are not only happier with

the fesults, but,have a system that exténds'the capability'

of typiéal expert systems'in highly pfoductive ways.
ﬁintzberg;discusSes some of the resﬁlts of major

rescarches into the nature of pndblem solving and‘intuition.

(1889, chap.ié)"Reviewing‘the work of Herbert Simon, hé‘



i

sfates that using the concept of analyses‘frozen into
habit, as Simon does, to describe intuition and judgment
is too restrictive. (1989, p.67) It is betfer, Mintzberg
offers, to view the strengths and weaknesses of analytical
and ihtuitive cognitive processes as being that which is
most descriptive of their nature. {p. 69)

Five categories for comparing the differences are
given: cost, error, ease, complexity, and creativity.
{(Mintzberg, 1889, p.70-71) Mintzberg notes that although
the relative cost for using analysis is high, acquiring
the capability to perform analysis is relatively low.

(p. 70) Conversely; acquiring useful iniuition has a

high cost, as a kina of investment; hut‘exercising
intuition often involves little cost; it can Be almost
immediate. (p. 70) The error and ease categories for
contrasting systematic, analytical’thought and the
instinctive, intui{ive show how both modes'Qf thinking

are needed, since the results otherwise can be 'extinction
by instinct' or 'paralysis by analysis‘3 (p. T1) ‘Such
dualistic coméarisons can be applied equally as well to
complexity and creativity. Most probiems arise when
commonsense, whatever that may be, fails to prompt the
decision-maker to ﬁse the other mode of thought as a Qheék on
the dominant’mode used in arriving at the &ecision.

Some significant inadequacies of analysis and of
the human brain can influence how énalyticél and intuitfve

thought processes are brought to bear on a given problemn.



These can be seen as infbrmational, orgénizational, or
human cognitive Iimitations; {(Mintzberg, 1989, p;?3-75)
Mintzberg lists problems with infbrmation asi |
1. Formal information is offen too limited.
2. Forﬁal ihformation;,by aggregating data, is
often too general fof the manager.
3. Much formal information is too late.
4. Some formal information is unreliable.
These are coupled with the organizational problems of:
1.ARigid, dysfunctional objecti?es can enqoﬂragé
the use of inappropriate information.
2. Politics can cause the distortion of information.
3. The nature of managerial‘work introduces a bias
in favor of oral channels bf information'at the
’expense of documented'sources. N
And, finally, the iimitaticns”of the human braini'
1.‘Coghitive limitations restrict’the amount of
information that peéplé consider in,a coMpIex
decision process.
2. Thékbrain systematiéally filtefs infarmation ih
line with its estainshed_patterns of exberience.
3. Psychological failures and fhreafs further imgede
‘ the bréin's openness to information.
These all se;ve to iliustrate that any decisién process. 1s
not only limited by decision~making’ﬁgilities of the person
or persdns ihvolved, but aLSo the:constraints that most

individuals have. People have little or no control over these



cénstraints, but they act influentially in the process as
well. A knowledgéQbASed'system'that tries to improve
intuitive processeS~might also find benefit in recognizing
that these usually uncontrollable aspects of the problem will
influence not only intuition, but all other aspects of the
problen. |

Another very‘useful examination’of the importance of
both kinds of thinking appears in Louis Pondy‘s discussion
of "Union of Ratiohality and Intuition in Management Action".
(1983, éhap. 7) 1In this chapter, Pondy preéents
several other authors' models of how the dichotomous nature
of thought can be considered in a more complimentary or
integrated way. Quinn's logical‘incrementalism is described,
which is a model of the way strategic decisions are made.
(p. 181-186) Quinn postulates that strategic change is
the result of 'unfoldihg rationality'. {p. 181) That iSsa
a new vision for a firm develops incrementally, with iis
originsronly slightly felt and recognized as anoméiieS‘in
current assumptions. {p. 182)

What is most important about this mddel is that the
anomalies are not only noticed, they are:given’names, often
ill-defined phrases. (Pon‘dy', 1983, p. 182) This adds a
communication dimension, permitting them to be discussed
and their chargcter developed and also isolated. It is
then amplified, finally resulting in seeing a pattern or

»stfucture, {(p. 183) Such amplification starts in the small.



and further observation leads to incrementally more detail,
more explictness,’broader expésufe and support ana more formal
justification. (p. 184)

These changes’in the form of fhe anomaly also lead
to partial soiutions. (Pondy, 1983, p.184) As time
progresses, partial solutions are developed that begin
to 1imit the potential harm'froﬁ these anomalies as
understahding of them improveé.~ Feedback is récieved‘from
the results of partial solutidns;:and a cooperative system
of new 6bservations, new partial solutiéns, and ﬁew;fesults
shapes the evéntual strategic undeistaﬁding of’these
problems. This is a kind of learning, letting the system

evolve in a progressive refinement of the firm's ability

to find'the meaning of the anomalyvand how to deal @ith it.

This type of approach may find use in knowledge-based

systems since 1t suggests several ways to deal “1th

" poorly understocd phenomena, ‘such as intution. Pondy lists

four considerafions to improveuthé union of rationdlity and
intuition (1983, p.190): |
1. mpst'be,incremental‘over time, taking place through
actionuand perférmance in the first- hand exp ,? 08 
aof indi?iduais
2. inéofpdrate both explibity, concrete detqiis:and,
tacif’schemafa
3, feed off and emef¢e~from the misfitsg;xmperfect1unbe
,and Iocal nuances W1th1n an- otherwise ordered

“structure



4. result from the individual's subjective encounter
with his or(her external world |

(It should be noted fhat Pondy offers a variety of
closély related terms for what he calls thé "two modes
of‘consciousness" (1983,’p.172). For rational, hé lists
analytical, sequential, ¢on9ergent, detailed, logical,
scientific, objective, digital, and explicit. ,For
intuitive, he gcives Synthetic, simultaneous,'divergent,
holistic, artistic, pattern—recognizihg, subjéctive{
analogué, and tacit. Relating these terms is a task
beyond the scope of this Study; bﬁt an important one
fof further research into how such features could be added
to knowledge-based systéms.) o |

The importance of these models in the role of
intuition in decision,making‘is twofold. TFirst, a'good
understanéing of how’this cognitive proéess is viewed
is essential for capitaiii;ing on it‘within~the'cohf1nes
of a programmed system, such as a knOW1edge~ba§ed system.
Second, important, although sqmétimes subtle, |
characterizafionS'of the human thought process have been
discussedf Viewing such précesses in light bfkdecision
makiﬁg_help to’highlight critiéai parté of their operation.
Thus,ra’bése of decision making reséarch'rela{ed to this
study’s fccuéyhas been reviéwed’and can subséQuently be
used to e?alﬁate thé possible improvements fo knowledge"
based systems to follow. 'It ig a1so advantageous to note

that most of the managerial research cited emphasized real-



world solutions to such problems, and’their,conéepts wgré,
rooted as much in eméirical observations as theofetical
’analysis. Relying on these‘types of researches improyes
fhe applicability of any workablekcdgnitive/intuitive

enhancements.

Many examples can be fduﬁd in the liferature of syétems
whose deve1opers sought to improve such systems decision.
making abilities. More rgéentiy, systém developers have
sought tfo improve~these systems by adding non-anaivtical
enahancements, such as in human-computer cooperative systéms
(Xiwa, 1980}, coﬁVeréational systems {Gregory, 1986), or
any of a number which seek'to/add some form of heuriétics
to the sysiem,

Even for sysfems tﬁat are designed for operation in
a #ingle,,altheugh broad, domain {accounting for the degree éf‘,
unstructuredness to’the’domain femains anertain - cxamplﬁs of
sﬁch systems are medibai diagnosis systems for a Iafgé Segment
of the field of ihte?nal medicihc, and hot just a diagnostic
spécialfy) a nuhbef‘of techniques muét be improved. Ad#anced’
systehs in ihe hekt dépade will bé,mbrg capabie across a
s§ectrum cf techﬁiques, ﬁncluding reasoning with uncertainty.
temporai‘reasoning, qualitative reasoning, compilatidn of
cgusal knowledge, and case-based,réaSohing;,(Péiil,,1988,

p. 373)



f 2 X

A Systems.that purport to provide some form of expert
consultation suffer not only from limited domains. They
also inspire fear among the user base of 1imi{ed job
security, earning potential, and’over reliance on
automated systems that reduce the importance of the
expert in the deciéion cycle. (Patil, 1988, p.376) Systems
that overbome these fears tend to be promoted more as
an adjunct and emphasize problem-specific informational
needs, aid in’the evaluation of alternative solutions,
or offer advice on the decision makihg process. (p. 376)
TheSe :esults can be expected to be'found in the user base
of any‘kﬁowledge—based System where it enters intq a domain
where established énd highly-trained professionals will

comprise most of the users. Therefore, some consideration

will need to be given to these concerns in any implementation.

The ill-structured problems that predominate the
business decsion making environment have a number of
characteristics that are poorly understood. Current systems

have largely been unable to account for either the knowledge

or the strategies required to solve such problems in the

manner of human experts. Premkumarg in a study focusing

o+

on the coanltlve aSpects of bu31ness ‘decision mak1n¢ lizts
the followxnw~magor characterlstlos of such probfema (1880,
p. 3€62): H

‘11. the problems are not well-structured

2. the knowledge domain is not well-defined

3. evaluation of both qualitative and.quéntitative



can be addressed either in knowledge representation or in

information
4; incomplete and probabilistic information is used
in the decision making process
5. decision making is based on a set of assumptions
about the obganization’and its enyironment which
varies with time |
6. the acquisition of knowledge is evolutionary and is
'contihuously modified and refined with experience
to suit new éircumstances
7.{0rganiza{iona1 decision making fequires the
integration of knowledge from multiple experts
spread acroSs differenct functions’in the
organization
Knowiedge~based systems will not perform‘weil in such

environments unless the underlying basis of the above problems

~algorithms. This Study‘advocates a‘gradual; dr~incremehtai,

adoption of cognitive‘enhancers, such as those that might
improve ‘intuitive processes. Attacking the ill-structured

nature of business decisions in a head-on approach does not

~seem warranted at this time, Too many unanswered guesiions

of human cognition in the aggregate and how to cope with

highly complex decision situations remain.

- Possihle Tuprovements

,Many'of;the 1imits,¢f preécnt knowledge—baséd‘systems



abe a result of the limited undersfanding of human cognitibn.
It is instructive to discuss some of the research in this
area.’ Fbr example, Kaplan and Simon describe how a shift
in problem representation necessary to solve a particularv
problem is addressed in an experimental setting. (1290,
p}3?4) The‘perfcrmance on such problems can be predicted,
ihe reséafehers heid, based on the avai}ability of generatohs
Hand constraints used in the search for the solution. ‘They’
state that there are féur sources offsearch constraint for
such problems (p. 381):

1. features of the problem itself

2. hints from the experimeﬁter

2. rélevant‘domain knowledge

4. heuristics
~They believe thét heuristics are most important for insight
problems. One such heuhisfic i$ thé rule of attending’toT
featurésygf a pfoblem that feméin:invariant. (p. 382)
In’faCt; this is a kind ofyconstréintJ  Adding this Capabi}it§
to a khowiedge—baSed éysfem would require pattern‘métbhinz,
some -form ovaSXicoh,to'cheCk similarkword meanings. and
a 1¢arning capabilify‘to add:newyécﬁsfrain{s as they are
diécovered. | |

All of the possibilities‘fér Ségbch constraint deéend
on knowldge representation, feformulation. and assoCiatiénaI ;
qualities that can be generated by the problem solver. It |
might prove useful {o,have users select key aspects of théif

problem from checklists that support establishing rélatidnai



links between eléments. In a way, a crude form of bﬂilding 
cognitive schemaia‘couid be supported. This would not be
too much different from users building {heir own cohcéptual
clustering schemes. Much learning. as mentioned earlier, is
thought to proceed from the human ability to éeveiop
relationships.

Metaphors represent another éowerful, distincly hnman,
éonstruct that facilitates inference between often qﬁite
dissimilar things.i As Campbell sayé, "Meféphors synthesize
diSparafe ideas. They alilude, match,'cdmpare. They include
andkintegfate possibilities...Metaphors are ﬂivergent. nat
'cdnvergent. ‘But metaphors not only ﬁLéce the fémilia& in
a context of thekstrange. They also place the strange in a
context of the féﬁiliar.“y(1882, . 250) «He~continuesvwith’
tﬁevabServatiOn that metaphors {in a manner similar to
éﬁalég&} a?é oftgn used by teachers tcy”bridgekbetween
‘infOfmation which the sfu&ents already possess...and ﬁew
information which‘they are required ﬁ0 1earn.; {p. 230)

_«It has been shown that children can 3bsofb,}arge andunis

o

of new information quickl&rif thereris a pattern of relations;v
}qr'avstruciu?é. (p; 258} Tﬁislyould requiro that the
enhancement for the sfsteévﬁgve Somektechniquc for‘relétin:
‘the torms. Again, this‘aepends an.imprbving‘othﬁr fa¢e15
of knowledge-based Sys%ems, such gs repreéentation schemes.
It seems at least pés#ib?e, if not entirely'proﬁab?e, that

more flexible methods for relating disparate data nced io

be found.



Sﬁch a technique coﬁld not depend on anj form
of natural language understanding, but it could be effective
if the user were questioned as to why the relationship
given in the metaphor is important. This, of course. assumes
that sucﬁkquestions could be developed. It is not
unreasonable to suggest that finding the what, why. when, and
where of such PelatiOnships‘might be a useful fifst step. The
systeh could maintain a list of explanations, ahd be searching
for connections in the background while the user answers such
,queétiohs. This could well make such interaction tedious,
and this is recognized és a factor limiting its use. But
it is'the experimenta1 information that such a technique
§Ould provide that might provide meaningfuiysubsequcnt
eﬁhancements.

A Variety of concepts about concepts, which seem
cldsestrin fheir nature to the metaphorical techniques
above,’might prove uséful to constrain the search of
a knowlédge~based:system.  For example, there are a
differiﬁg definitions for c]éssical. probahilistic,
correléted attributes, exemplars, and prototypeé.

(Ford, 1987. p. 360) Furthermore, objects and events arc
definedkby more than fheir attributes. {p. 361) ThéS
ofteﬁ include organizational aspects. as well. That i5,
how objects and,events4are’put fogéther inté meaninng¥
whples.i Snch synthesis of’abét?actions méy pr§ve overly
difficult with présent technoiogy and knowledge of such

processes. The improvement of intution would resuit



from the refinement (hopefully in relatively limited time)

of the user's goals, guesses, categorizations, and

representation schemes, but it will take many revisions of a

such a system before adequate knowledge would be accumulated
to make it useful.

One véry prdbiematic area of decision ma%ing that often
appearskas much intuitive as analytical fs the applicatien
of probabﬁ;ity. Fox (1987) argues that common assumpti@ns
about uncertainty'in decision making have helpedvto misguide
efforts'to classify the nature of such concepts.’_Fof example.
mathématical interpretations of proﬁability rely on degreeé
of uncehtaiﬁty,_mosf often with a zero iower bound aﬁd uéper
limit of unity{ The probilists (those'who seek to “reduce
the number of concepts of uncertainfy to a single. manngeaﬁ}o
numerical idea" (é; 208)) have dominaied’this discussion while
alternative fheorieé have been,iess in evidence. '

Fox believes that a Iogicaliy~based‘theofy‘qf
distinctions io classifyrnnéertéinty would have'greareﬁ
benefit. (1987, p. 208) ,Hé‘sﬁys that "uncertaihty; Iika
aﬁy othérvconcépt; is a subjgct {hai we have kn§wiedge anbout.
and which we'might articulate” fp; 203}.4 In anal#zin:
heuristic mbdc]s; Fox suggests that uncertainty is;*reat&d
as a side-effect of cognition, ﬁoiuexplicitiy forme(y;r
thcught; {p. 202) Tox states‘tha: it is-"obvioué that af‘

suome level we represent uncertainty explicitly...tho

~voeubulary of natural language is littered with spccialized

terms that describe it. Words like 'possibility’ and



t

"plausibility’, 'suspicion’ ahd"dOubt'...seem to suggest
that unéertéinty is to some degree an explicit part of our
representation of our world“'(p‘4202). He says, 'we can
make distinctions about uncertainty which emphasize different
lbgical aspécts father than degrees of uncertainty”™ (p. 204).
He states that while the quantitafi#e meaning offthese terms
is ambiguous, their logical foundations are not. (p. 205)

It may be possible to’provide some support fdr‘tﬁe user

" to make more appropriate distinctions between the terms
possible, plausible, and probable than currently is common.
These terms serve as the Iogiqal foundation of prdbabiiiiy.
before any subjective or quantitafiye measures can ba properly
‘applied. This function could help constrain the scopc of
the search’mechanism, especially when certainAdémainé mizht
have greai differences between the importance of finding a
concluéien,proﬁable, plausible;‘or possible.‘ It would b=
useful to look for how these terms commonly affect the
nature of manégeriai decisions and abply that iﬁsight to

the development of & probability assessment bridge.

anglusigg

Whether they evolve from present expert systems,
neural networks. machine learning techniques such as
induction and clustering, or from the CXperimehts of cognitiveo

psychologists makes little difference. What these ideas

suggest is that it is entirely;possible that many. of the



logically~based {(one might even say analytically-based
in contrast to intuitively derived) techniques so prevalent
now will have limited value in the long term. It is this
author's view that the mind is full of flexible methods
for arriving at conclusions that are not described by
extant models, and that only by testing these assumptions
will progress truly result. |

The noted artificial intelligence scholar John
McCarthy explained the importance of having features in
a system that represent best efforts, but that are not
necessarily fully functional. He says. "The philosopher might
claim that the working systems are too trivial to be of
interest...He wéu]d be wrong, because it turns out that the

philosophical investigations of action have missed importas

Pl

g
[

phenomena that arise as soon as one tries to design systeom

%]

that plan actions.” (1988. p.308) This is probably the case

with most of the enhancements discussed in this study.

.
jexd

Their payvoff will not be immediate, but they are possible

steps toward valuable future enhancements.
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